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A software system that supports the development of flexible multi-physics models is briefly described. This
system is used in the creation of a finite volume method for three-dimensional generalized grids (unstructured
grids composed of arbitrary polyhedra), targeting non-equilibrium flow scenarios, including complex thermo-
dynamic phenomena and chemical reactions. Multi-component transport models for viscosity, conductivity, and
molecular diffusion are briefly described, and turbulent mixing is modeled using the Baldwin-Lomax, Spalart-
Allmaras, and Shear-Stress Transport (SST) approaches. Upwind flux differencing algorithms of the Roe family
are employed to accommodate flow discontinuities such as shocks and slip lines. An implicit, second-order time
integration scheme is utilized to achieve high efficiency for boundary layer and heat transfer simulations. Nu-
merical techniques employed for solving problems related to poor matrix conditioning are also documented.
Benchmark cases for turbulent flow over a transonic ONERA-M6 wing and hydrogen-oxygen combustion in an
Rocket-Based Combined Cycle engine are used to illustrate the accuracy and robustness of the solution algo-
rithm.

Nomenclature�
cell face area

cp specific heat coefficient at constant pressure
Ds species diffusion coefficient
e0 total energy of mixture
einternal internal energy of mixture
es species internal energy
Fi inviscid flux vector
Fv viscous flux vector
h f s species heat of formation
hs species enthalpy, hs � es � RsT
˜̃I identity tensor
k turbulent kinetic energy
kb � r backward reaction rate
k f � r forward reaction rate
Ke � r reaction equilibrium constant�

s species atomic mass
n time step
ñ unit vector normal to a surface
NE number of edges of a cell face
NF number of faces of a cell
NR number of chemical reactions
NS number of chemical species
NVTs number of vibrational modes for a species
p pressure
Pr Prandtl number
q̃ heat conduction vector
qp vector of primitive variables
Q vector of conservative variables
R numerical residual
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Re Reynolds number
Rs species gas constant
Sc Schmidt number
t time
T temperature
ũ velocity vector
ũΩ deformation velocity of a control surface�

cell volume
Ṽs species mass diffusion velocity
Ẇ chemistry source term vector
ẇs species chemical production rate
xi Cartesian coordinates
Xs species concentration, Xs � ρs � �

s

y normal distance to viscous wall
Ys species mass fraction, Ys � ρs � ρ

θv� s species characteristic vibrational temperature
λ coefficient of thermal conductivity
µ coefficient of dynamic viscosity
µt coefficient of turbulent viscosity
ν coefficient of kinematic viscosity, ν � µ � ρ
νt coefficient of eddy viscosity, νt � µt � ρ
ν 	s � r stoichiometric coefficient for reactants
ν 	 	s � r stoichiometric coefficient for products
ρ density of mixture
ρs species density
˜̃τ stress tensor
Ω magnitude of the vorticity vector
Ωc control volume of cell c
∂Ωc boundary of cell c

Introduction
Flows with chemical reactions are of interest across

a wide range of engineering applications: examples in-
clude combustion, space vehicle reentry, and rocket plume
problems. With the development of modern computers,
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a great amount of effort has been focused in the areas
of algorithm development and thermo-chemical modeling
for these flows. A relatively recent review by Cinnella
and Grossman1 provides details on numerical methods for
chemically reacting flows. There is still a continuing effort
to better understand these complex flow phenomena.

The purpose of this study is to introduce a novel
computational fluid dynamics (CFD) software framework,
Loci,2, 3 and apply it to the simulations of non-equilibrium
flows. The Loci system uses a rule-based approach to auto-
matically assemble the numerical simulation components
into a working solver. This technique enhances the flexi-
bility of simulation tools, reducing the complexity of CFD
software induced by various boundary conditions, complex
geometries, as well as varied physical models. Loci plays
a central role in building flexible goal-adaptive algorithms
that can quickly match numerical techniques with various
physical modeling requirements. The results presented in
this study provide the building blocks for the simulation of
more complex flow problems, and also help to validate the
viability of the Loci system.

In the following, a brief introduction of the Loci sys-
tem is provided, and the development and validation of the
reactive-flow application (CHEM) is detailed. The govern-
ing equations, including chemistry, thermodynamics, and
turbulence models employed in the study are described
next. The numerical formulation in three-dimensional gen-
eralized coordinates is then presented, including the treat-
ment of inviscid and viscous fluxes, gradient construction,
Jacobian formulations, and time integration. Whenever
appropriate, numerical heuristics used in the study to over-
come some numerical instabilities are also documented.

The Loci Framework
Loci is a framework for intra-application coordination

of fine-grained numerical kernels and methods. To con-
trast, approaches such as MDICE4 and NPSS5 are focused
more on inter-application coordination. Both levels of co-
ordination (inter- and intra-application) are valuable with
respect to software reuse. In the early to mid-Nineties there
were many attempts to use object-oriented technology at
the fine grain, with some success. For example, an early
implementation of the ALEGRA6 code at Sandia National
Labs employed a finite-element ALE approach (Arbitrary
Lagrangian Eulerian), where objects represent fundamen-
tal numerical components such as tensors, material models,
stresses, forces, etc. While the code featured an excel-
lent object-oriented design, maximizing reuse by creating
composeable objects with simple semantics, the resulting
performance was disappointing: this implementation of the
ALEGRA code was more than ten times slower than tra-
ditional Fortran codes. The main sources of performance
bottlenecks were in the use of operator overloading and
dynamic dispatch. A later re-implementation of ALEGRA
removed the use of operator overloading and reduced the
use of dynamic dispatch. This implementation was able
to achieve performances comparable to Fortran codes, at a

cost of significantly reducing the flexibility of the result-
ing design. More recently, techniques such as expression
templates and tools such as PETE7 (also from Sandia) and
Blitz++8 have been able to avoid the penalties associated
with operator overloading. However, the costs of using dy-
namic dispatch at the lowest level of an application design
continue to represent a fundamental optimization problem
(due to the fact that it hides potential optimizations in reg-
ister allocation and instruction reordering).

Loci allows one to have the flexibility of creating ab-
stractions using fundamental composeable objects with
simple semantics, without inducing the costs associated
with dynamic dispatch. It accomplishes this by introduc-
ing a run-time logical deduction engine that is capable of
performing deductions on aggregates of simple types. The
semantics of these aggregations are documented as a Loci
rule, which is used to deduce loop bounds that are passed
into computational subroutines. Using this technique, mod-
ern compilers are able to perform register scheduling, loop
unrolling, and instruction scheduling to achieve perfor-
mance. The deduction engine itself induces a very small
overhead, since deductions on aggregates can be performed
in O � 1 � time in most cases. For example, in the CHEM
code (to be introduced in the next section), the deduction
overhead consumes significantly less than 1% of the over-
all execution time.

The advantages of this approach are numerous: 1) since
the rules represent fundamental computational components
their semantics are simple and easily captured; 2) since
the semantics are simple, rules can be composed auto-
matically using logical deduction; 3) the semantics of
applications formed by these compositions can be (and
are) automatically checked for internal consistency; and 4)
intra-application resources management is possible, includ-
ing automatic parallelization, cache optimization, memory
management, and check-pointing.

The CHEM code
The CHEM code is a library of Loci rules (fine-grained

components), and provides: primitives for generalized
grids, including metrics; operators such as gradient; chem-
ically reacting physics models such as equations of state,
inviscid flux functions, and transport functions (viscosity,
conduction, and diffusion); a variety of time and space in-
tegration methods; linear system solvers; and more. Com-
bined with this library of rules is an application front end
that generates an initial fact database and query required
for Loci to assemble these rules into an application that
can simulate three-dimensional flows of chemically react-
ing mixtures of thermally perfect gases. Moreover, it is
more than an application that can simulate chemically re-
acting flows: it is a library of reusable components that
can be dynamically reconfigured to solve a variety of prob-
lems involving generalized grids by changing the given fact
database, adding rules, or changing the query.

For example, suppose that one wished to couple an ap-
plication that provided a temperature field to an application
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that required heat fluxes. One could provide the tem-
perature field, grid, and conduction function in the fact
database and query for heat flux and the code would
become a heat flux calculator by extracting those compo-
nents of the chemically reacting flow code that compute
heat fluxes. If the fact database provided inconsistent in-
formation (e.g., heat fluxes were impossible to compute
with the given facts, or no unique solution was found), then
the system would automatically generate error messages
warning the user of an incomplete or inconsistent formu-
lation. The likely components that would be used would
include grid metrics, temperature gradients, conduction co-
efficients, etc. The user would not need to be concerned
with these details. Loci would automatically extract the
appropriate components and assemble them in the required
manner as prescribed by the interface specifications given
by each rule. The above represents just one of a myriad of
possible examples.

Multi-Physics Simulations using Loci
Developments in multi-physics or multi-disciplinary

simulations can be divided into two general approaches:
loose coupling of a variety of applications that are spe-
cialized to single disciplines, hopefully iterating to conver-
gence; or tight coupling in one integrated multidisciplinary
application. The former approach has the advantage that
the coupled code employs appropriate numerical models
that have been validated for each individual discipline, and
is relatively straightforward to assemble. However, it can
have uncertain stability properties, and may be problem-
atic for transient problems, particularly when characteristic
time scales of the various disciplines are similar. The latter
approach typically places all disciplines under one numeri-
cal method umbrella (e.g. finite-element or finite-volume).
Current examples include SPECTRUM (now part of AN-
SYS) and PHYSICA.9 This approach has the advantages
that coupling is seamless, easily incorporating transient and
non-linear solvers. However, one may have conditioning
problems if disciplines have widely different time-scales,
unless care is taken in formulation. Also, this one-size-
fits-all approach removes the possibility of using the most
appropriate numerical method for each individual disci-
pline.

With Loci, a third approach is possible. Each disci-
pline can use the numerical method that is best suited to its
accurate simulation (as in the loosely coupled approach),
while the interface between disciplines can take advantage
of knowledge of the specific numerical methods (e.g., space
and time integration) to develop a coupling that remains
true to the physics and numerics. A full range of possible
interface treatments can be implemented: from loose cou-
pling techniques, to domain-decomposition methods, all
the way to tight non-linear coupling.

However, not all applications have to be deconstructed
into Loci rules in order to be reused within the Loci frame-
work. Applications have their value, which is rather signif-
icant, in the fact that they have been validated for solving

specific classes of problems: any major restructuring would
destroy this value. In such cases, Loci provides facilities to
package applications as Loci rules. However, with such
an approach one must be willing to accept certain compro-
mises: the resulting software will not be able to take full
advantage of the automatic resource management schemes
available in Loci, and the full range of coupling and exten-
sibility options will not be available. In this sense, Loci
is meant to be complementary to application-level toolkits
such as NPSS and MDICE. Loci applications can be easily
transformed into new applications by providing new facts,
rules, or queries. As such, in the context of systems such
as NPSS and MDICE, Loci provides flexible adapter appli-
cations that are created on the fly by re-composing existing
computational kernels already stored in a pre-defined but
extensible rule database (for example rules for curl, diver-
gence, gradient, equations of state, finite-element or finite-
volume integration methods). In summary, Loci provides
an interesting new approach to multi-physics simulations:
it allows the user to choose an optimal point within the en-
tire range of coupling strategies, anywhere from the tightly
coupled single discretization approach to the loosely cou-
pled multi-code solution.

Model Equations

At the present time, a non-equilibrium flow model is
implemented in Loci. This model has been benchmarked
for inviscid reactive flow;2 results from viscous, turbulent
problems are presented in this study. The governing equa-
tions and physical models for the fluid phase are introduced
in the following sections. Algorithms for the simulation of
the thermo-mechanical response of a solid phase are un-
der development (a preliminary version of a finite-element
model developed for this purpose has already been imple-
mented within Loci10).

Governing Equations

A finite-volume procedure is applied to discretize the
flow equations. After integration over a computational cell,
the governing equations for a three-dimensional flow with
non-equilibrium chemistry and equilibrium internal energy,
written in vector form for an arbitrary control volume Ωc

(closed by a boundary ∂Ωc) are:

d
dt

�
Ωc � t � Q dV �

�
∂ Ωc � t � � Fi � Fv � dS �

�
Ωc � t � Ẇ dV � (1)

where the vectors of conservative state variables, Q, invis-
cid flux, Fi, viscous flux, Fv, and chemistry source term, Ẇ ,
are given by:
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Q �

������������
ρ1
...

ρs
...

ρNS
ρ ũ
ρe0

������������� � Fi �

������������
ρ1ũ � ñ

...
ρsũ � ñ

...
ρNSũ � ñ

� ρ ũũ � p ˜̃I ��� ñ
� ρe0 � p � ũ � ñ

������������� � (2)

Fv �

������������
� ρ1Ṽ1 � ñ

...
� ρsṼs � ñ

...
� ρNSṼNS � ñ

˜̃τ � ñ
� ũ � ˜̃τ � q̃ � ∑ρshsṼs �	� ñ

� ����������� � Ẇ �

������������
ẇ1
...

ẇs
...

ẇNS
0
0

� ����������� 
 (3)

Thermodynamic Model

The pressure term p is undefined in the governing equa-
tions. In the present study, pressure is determined from
Dalton’s law, which states that the pressure of a mixture
of gases is the sum of partial pressures of each individual
species, and each species behaves as a thermally perfect
gas. Thus the mixture pressure can be modeled as:

p �
NS

∑
s � 1

ρsRsT 
 (4)

In Eq. (4), pressure is related to gas temperature, which is
determined from the internal energy, einternal . Moreover,

e0 � 1
2

ũ � ũ � einternal � eother � (5)

where the total energy e0 appears in the vector of conserved
variables, and eother denotes additional energy terms possi-
bly involved, such as turbulent kinetic energy if turbulence
mixing is considered, or latent heat if there is phase change
in the flow. The internal energy of a mixture is computed
as the sum of internal energy of species, es:

einternal �
NS

∑
s � 1

Yses 
 (6)

If the internal energy of each species is assumed to be in
thermodynamic equilibrium, and vibrational contributions
are included in es by means of a simple harmonic oscillator
formula,11 then the species internal energy is represented
as:

es � nsRsT �
NVTs

∑
v � 1 � Rsθv� s

eθv s � T � 1 � � h f s

 (7)

The translational and rotational contributions to the inter-
nal energy are included by using appropriate values for the
constant ns. Alternatively, the user can select piecewise 4th

degree polynomial functions for species specific heat cps
represented as:

cps � As � BsT � CsT
2 � DsT

3 � EsT
4 � (8)

where As � Bs � Cs � Ds � and Es are empirically determined co-
efficients that can be obtained from standard references
such as JANAF tables.12 Similarly, the Shomate curve fit
can be used for species energy es:

cps � As � BsT � CsT
2 � DsT

3 � GsT � 2 � (9)

where As � Bs � Cs � Ds � and Gs are empirically determined co-
efficients that can be obtained from standard references
such as the NIST Chemistry WebBook.13

Species internal energy is obtained from these curve fits
by integrating cp using the expression

es �
�

cps � T � dT � RsT � (10)

where the constant of integration is provided by a user spec-
ified enthalpy at a reference temperature.

Chemistry Model

In the governing equations, the species production rates
ẇs have to be modeled. In general, NR chemical reactions
involving NS species can be represented as:

ν 	1 � rX1 � ����� � ν 	s � rXs � ����� � νNS � rXNS �
ν 	 	1 � rX1 � ����� � ν 	 	s � rXs � ����� � ν 	 	NS � rXNS �

r � 1 ������� � NR �
(11)

where Xs represents the species s. The species production
rate can be expressed as:

ẇs ��� dρs

dt � chemistry
� �

s

NR

∑
r � 1

� ν 	 	s � r � ν 	s � r ����� k f � r
NS

∏
l � 1

� ρl�
l � ν 	l  r

� kb � r
NS

∏
l � 1

� ρl�
l � ν 	 	l  r �� 


(12)

The forward reaction rates are evaluated by Arrhenius
curve fits:

k f � r � T � � CT ηe � θ � T � (13)

where C, η , and θ are appropriate constants, and the back-
ward reaction rates are obtained by using the following
relationship:

kb � r � k f � r
Ke � r � (14)

where Ke � r is the equilibrium constant, which is determined
from thermodynamics.2

Modeling of Viscous Terms

In order to close the system of equations, the stress ten-
sor, the heat flux vector, and the species diffusion velocities
that appear in the viscous flux must be defined. Only New-
tonian fluids are considered here, where there is a linear
relationship between stress and deformation rate. More-
over, Fourier’s Law is employed to relate heat conduction
and temperature gradients. Under these assumption, the
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stress tensor and heat flux vector in Cartesian form can be
written as:

τi j � � µ � µt � � ∂ui

∂x j
� ∂u j

∂xi
� � 2

3 � � µ � µt � ∇ � ũ� δi j �
i � 1 � 2 � 3 � j � 1 � 2 � 3 �

(15)

q̃ � � λ � µtcp � Prt � ∇T � (16)

where δi j is the Kronecker tensor. A constant turbulent
Prandtl number of Prt � 0 
 9 will be used in all computa-
tions.

The transport properties of the mixture, namely viscos-
ity coefficient, µ , and thermal conductivity, λ , are usually
evaluated in two steps: first, one determines the transport
properties for each species; then a mixing rule is invoked
in order to obtain mixture values.

Two models are applied to compute species transport
properties. At temperature lower than 1000 K, Sutherland’s
law is used as:

ti � T 3 � 2 Ft � i
T � Gt � i � (17)

where ti stands for either µi or λi, and Ft � i, Gt � i are con-
stants determined empirically. At temperature higher than
1000 K, a more accurate model based on curve fit tabula-
tion proposed by Gupta et al.14 is utilized:

µi � exp � Cµ � i � T Aµ  ilnT � Bµ  i � (18)

λi � exp � E f � i � T � A f  i � lnT � 3 � B f  i � lnT � 2 � C f  ilnT � D f  i � � (19)

where Aµ � i, Bµ � i, Cµ � i, A f � i, B f � i, C f � i, D f � i and E f � i are
tabulated curve fit coefficients. Alternatively, 4th degree
polynomial curve fits similar to Eq. (8) can be specified in
place of Eqs. (18) and (19), and the coefficients of these
curve fits can be obtained using the CHEMKIN transport
library.15

Once the transport properties for individual species are
obtained, Wilke’s rule is applied to determine mixture val-
ues, as follows:

t �
NS

∑
i � 1

Witi � (20)

where t denotes transport properties for the mixture (either
µ or λ ) and the weighting function Wi is given by

Wi � Xi

∑NS
j � 1 X jφi j

� (21)

where the coefficient φi j is given by

φi j � 1�
8 � 1 �

�
i�
j � � 1 � 2 �

1 ��� µi

µ j � �
i�
j � 1 � 4 � 2 
 (22)

Fick’s law of diffusion is employed to model species dif-
fusion velocity Ṽs:

ρsṼs � � � ρDs � µt

Sct � ∇Ys � (23)

where Ds is the diffusion coefficient, µt is the eddy viscos-
ity, and Sct is the turbulent Schmidt number. The species
diffusion coefficient, Ds, can be obtained by user specifica-
tion or the CHEMKIN transport library.15

Turbulence Models
Several turbulence models are implemented in CHEM,

including the algebraic Baldwin-Lomax,16 the one-
equation Spalart-Allmaras,17 and a family of two-equation
models including the SST formulation by Menter.18 These
models are briefly described in the following sections.

Baldwin-Lomax Model

The Baldwin-Lomax model is a two-layer algebraic eddy
viscosity model. The eddy viscosity is defined as

νt �	� νti � y 
 ycrossover;
νto � y � ycrossover 
 (24)

where y is the normal distance from the wall and ycrossover

is the smallest value of y for which νti � νto. The inner and
outer layer viscosities are given as follows:

Inner Layer:
νti � l2Ω � (25)

where the mixing length is

l � ky � 1 � exp � � y � � A � ��� � (26)

and Ω is the magnitude of the vorticity vector. The dimen-
sionless normal distance is defined as

y � � uτ y
ν

� (27)

where uτ is the friction velocity (uτ �� τwall � ρ).
Outer Layer:

νto � KCcpFwakeFkleb � y � � (28)

where

Fwake � min � ymaxFmax � Cwkymaxu2
di f � Fmax � � (29)

Fmax � 1
k

max � lΩ � � (30)

and ymax is the value of y at which Fmax occurs. The func-
tion Fkleb � y � is the Klebanoff intermittency factor, given by

Fkleb � y � �
�
1 � 5 
 5 � Ckleby

ymax � 6 � � 1 
 (31)

The quantity udi f in Eq. (29) is the difference between max-
imum and minimum velocity in the boundary layer velocity
profile.

The constants appearing in the above relations are:

A � � 26 � Ccp � 1 
 6 � Ckleb � 0 
 3 �
Cwk � 0 
 25 � k � 0 
 4 � K � 0 
 0168 
 (32)

At the implementation level, the Baldwin-Lomax model
usually relies on having velocity and vorticity profiles on
a smooth grid line, roughly orthogonal to the no-slip sur-
face. Thus, due to this non-local feature of the model,
there is a challenge if it is implemented with unstructured
grids. However, by creating a mapping between cells and
the nearest no-slip faces under the Loci system, an arbi-
trary grid line can be drawn, connecting a specific no-slip
surface and all the cells which are related to this face.
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Spalart-Allmaras Model

The defining equations for this model are written as fol-
lows:

Kinematic Eddy Viscosity: ν � νt � fv1.
Eddy Viscosity Equation:

∂ν
∂ t

� u j
∂ν
∂x j

� 1
σ

∂
∂xk

� � ν � ν � ∂ν
∂xk

�
� cb2

σ
∂ν
∂xk

∂ν
∂xk

� cb1S̃ν � cw1 fw � ν
y � 2 �

(33)

where the last two terms on the left hand side represent tur-
bulent diffusion, and tensor notation is employed (repeated
indexes j � k denote summations). The first term on the right
is the turbulence production, while the second term denotes
the destruction due to the presence of a wall.

Closure Coefficients and Auxiliary Relations:

cb1 � 0 
 14 � cb2 � 0 
 6 � cv1 � 7 
 1 � σ � 2 � 3 �
cw1 � cb1

κ2 � � 1 � cb2 �
σ

� cw2 � 0 
 3 � cw3 � 2 � κ � 0 
 41 �

fv1 � χ3

χ3 � c3
v1

� fv2 � 1 � χ
1 � χ fv1

�

fw � g
� 1 � c6

w3

g6 � c6
w3

� 1 � 6 � χ � ν
ν

� g � r � cw2 � r6 � r � �

r � ν
S̃κ2y2

� S̃ � S � ν
κ2y2 fv2 � S �  2Ωi jΩi j 
 (34)

The tensor Ωi j � 1
2 � ∂ui � ∂x j � ∂u j � ∂xi � is one half of

the vorticity tensor, and y is the distance to the closest wall
surface. For simplicity, no tripping term is included.

The value ν at the wall boundary is set to zero, and the
value of νt in the freestream is selected as νt � 10 � 3ν .

The corresponding integral form of Eq. (33) can be in-
cluded into the system of governing equations, Eq. (1), by
adding the following additional terms to the vectors Q, F ,
Fv, and W :

Q � ρν � F � ρν ũ � ñ � Fv � 1
σ

ρ � ν � ν � ∇ν � ñ �
Ẇ � ρcb1S̃ν � ρcw1 fw � ν

y � 2

� ρ
σ
� � ν � ν � ∇ν � ∇ρ � cb2ρ � ∇ν � 2

� �
(35)

where turbulent production, destruction, and part of diffu-
sion are included in the source term.

Baseline Model (BSL)

It is well known that two-equation eddy-viscosity low-
Reynolds-number turbulence models are among the most
widely used models for engineering applications today, and
the k � ε model with damping functions near the wall is
the most popular. However, the k � ε model often suffers
from numerical stability problems due to disparate turbu-
lent time scales. Another well-known two-equation turbu-
lence model is the k � ω model, developed by Wilcox.19

It has the advantage that it does not require damping func-
tions in the viscous sublayer and that the equations are less
stiff near the wall, therefore it is superior to the k � ε model
with regard to numerical stability. However, when applied
to the free shear layers, it is found that there is a strong de-
pendency of the results on the freestream value of ω .18, 20

Menter created a new model, called baseline (BSL) model,
by blending the k � ε and k � ω models.21 It utilizes the
k � ω model in the wall region and gradually switches to
the k � ε model away from the wall. To achieve this, the
k � ε model is first transformed into a k � ω formulation,
and an additional cross diffusion term is added (another
diffusion term associated with turbulent kinetic energy is
neglected in the formulation under certain assumptions22).
The original k � ω equations are then multiplied by a blend-
ing function Fbsl , the transformed k � ε equations are mul-
tiplied by � 1 � Fbsl � , and then both are added together. The
blending function Fbsl is designed so that it is unity at the
wall, and gradually approaches zero away from the wall.
Note that the k � ω model can be easily obtained by set-
ting Fbsl � 1 identically. In order to accurately predict
adverse pressure gradient flows, especially in the wake re-
gion, Menter21 modified the BSL model by including the
transport of the principal turbulent shear stress23 in the
eddy-viscosity formulations. This leads to the shear-stress
transport (SST) model. In the present study, both BSL and
SST models are discussed.

The defining equations for the BSL model are written as:
Kinematic Eddy Viscosity:

νt � k � ω � (36)

Turbulent Stress Tensor:

τ 	i j � µt � ∂ui

∂x j
� ∂u j

∂xi � � 2
3

� µt ∇ � ũ � ρk � δi j �
i � 1 � 2 � 3 � j � 1 � 2 � 3 �

(37)

Turbulent Kinetic Energy Equation:

Dρk
Dt � τ 	i j

∂ui

∂x j
� β � ρωk � ∂

∂x j

� � µ � µtσk � ∂k
∂x j

� � (38)

Turbulent Dissipation Equation:

Dρω
Dt � γ

νt
τ 	i j

∂ui

∂x j
� βρω2 � ∂

∂x j

� � µ � µtσω � ∂ω
∂x j

�
� 2 � 1 � Fbsl � ρσω2

1
ω

∂k
∂x j

∂ω
∂x j



(39)

Closure Coefficients:
All the constants φ of the model are computed by blend-

ing the appropriate k � ω and k � ε constants, as follows:

φ � Fbslφ1 � � 1 � Fbsl � φ2 � (40)
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where the constants φ1 (k � ω) are:

σk1 � 0 
 5 � σω1 � 0 
 5 � β1 � 0 
 075 �
β � � 0 
 09 � κ � 0 
 41 � γ1 � β1 � β � � σω1κ2 �  β � �

(41)

and the constants φ2 (k � ε) are:

σk2 � 0 
 5 � σω2 � 0 
 856 � β2 � 0 
 0828 �
β � � 0 
 09 � κ � 0 
 41 � γ2 � β2 � β � � σω2κ2 �  β � 


(42)

The blending function Fsbl is defined as follows:

Fbsl � tanh � arg4
bsl � � (43)

where

argbsl � min
�
max � �

k
0 
 09ωy

� 500ν
y2ω � � 4ρσω2k

CDkω y2

� � (44)

and y is the distance to the closest point away from the wall
surface. In the above, CDkω is defined as:

CDkω � max � 2ρσω2
1
ω

∂k
∂x j

∂ω
∂x j

� 10 � 20 � 
 (45)

The boundary conditions for k and ω at a solid wall are:

k � 0 � ω � 10
6γ

β1 ��� y1 � 2 � (46)

where � y1 is the distance from the first cell center to the
solid wall.

The following freestream values are used in the current
simulations:

ω∞ � 10
U∞

L
� νt∞ � 10 � 3ν∞ � (47)

where U∞ is the reference velocity, ν∞ is the laminar vis-
cocity at reference conditions, and L is the geometry refer-
ence length.

The corresponding integral form of Eqs. (38) and (39)
can be included into the system of governing equations,
Eq. (1), by adding the following additional terms to the vec-
tors Q, F, Fv, and W :

Q �
�
ρk
ρω � � F �

�
ρkũ � ñ
ρω ũ � ñ� � Fv �

� � µ � µtσk � ∇k � ñ
� µ � µtσω � ∇ω � ñ � �

W � ρ � τ 	i j
∂ ui
∂ x j

� β � ρωk
γ
νt

τ 	i j
∂ ui
∂ x j

� βρω2 � 2 � 1 � Fbsl � ρσω2
1
ω

∂ k
∂ x j

∂ ω
∂ x j � 


(48)

Shear Stress Transport Model (SST)

The SST model is similar to the BSL model described
above, except that σk1 � 0 
 85, and the eddy viscosity is
defined as:

νt � a1k
max � a1ω � ΩFsst � � (49)

where Ω is the absolute value of the vorticity, and a1 �
0 
 31. The blending function Fsst is given by:

Fsst � tanh � arg2
sst � � (50)

where

argsst � max � 2 �
k

0 
 09ωy
� 500ν

y2ω � 
 (51)

Turbulence Compressibility Corrections

Compressibility corrections for high-speed shear
flows24, 25 are implemented in the turbulence equations.
These corrections are expected to improve the results on
some problems, such as the mixing of different chemical
species in high-speed shear flows. Moreover, a clipping
technique is applied to k and ω to ensure the positivity of
the models. Additionally, a limiter on turbulent production
is provided to keep the models sufficiently close to the
equilibrium assumptions upon which they were derived.
However, no further numerical modifications are made.

Numerical Formulation
The numerical model employed in this study is a finite-

volume technique that supports generalized grids26 (gener-
alized grids are discretizations composed of arbitrary poly-
hedra, including tetrahedra, prisms, pyramids, and hexahe-
dra). Since this formulation is based on cell centered inte-
grations, any grid type can be expressed, including “hang-
ing” nodes found in adaptive mesh refinement (AMR).

Numerical Approximations to Spatial Integrals

The numerical solution of the governing equations,
Eq. (1), is obtained by applying the finite volume method.
This approach is frequently used because it can guarantee
that numerical truncation errors do not violate conserva-
tion properties. The numerical integration of Eq. (1) begins
with approximations to volume and surface integrals. For
the volume integrals a second-order midpoint rule is used.
For example, the numerical integration of Q results in

�
Ωc � t � Q � x̃ � t � dV � Qc � t � �

c � t � � (52)

where Qc � t � is the value of Q at the centroid of cell c, and�
c � t � is defined by

�
c � t � �

�
Ωc � t � dV 
 (53)

The numerical integration of the surface integral in
Eq. (1) is accomplished by summing the contributions of
each of the NF faces of cell c. Each individual contribution
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is again approximated using the midpoint rule. The flux
function itself will require additional numerical treatment,
and will be discussed in later sections. For now, assume
that the flux can be approximated by a function, F̂ , of con-
servative values to the left and right of the face. Given this,
the numerical integration of F � Fi � Fv results in the fol-
lowing

�
∂ Ωc � t � FdS �

NFc

∑
f � 1

�
∂ Ωc  f � t � FdS �

NFc

∑
f � 1

�
c � f � t � F̂f � (54)

where the area of the face,
�

c � f � t � , is defined as

�
c � f � t � �

�
∂ Ωc  f � t � dS 
 (55)

At this point, Eq. (1) is numerically approximated by the
equation

d
dt � �

c � t � Qc � t � � �
NFc

∑
f � 1

�
c � f � t � F̂f � �

c � t � Ẇc � t � 
 (56)

Notice that the differential term that remains in this equa-
tion applies to the product of volume and conservative state
vector for the cell. However, the variable that is the ob-
jective of these calculations is Qc � t � , not

�
c � t � Qc � t � . This

problem is solved by applying the chain rule:

d
dt

Qc � t � �
c � t � � Qc � t � d

dt

�
c � t � � �

c � t � d
dt

Qc � t � 
 (57)

The derivative of volume with respect to time can be con-
verted into a spatial integral through the use of an identity
for integration over time-dependent domains:27

Qc
d
dt

�
c � t � � Qc

d
dt

�
Ωc � t � dV

� Qc

�
∂ Ωc � t � ũΩ � ñdS

� Qc

NFc

∑
f � 1

�
c � f � t � � ũΩ � f � ñc � f � 
 (58)

This equation, known as the geometric conservation law,28

is necessary for correct time integration when mesh defor-
mation is present. Given this, the solution method can now
be described in terms of a system of ordinary differential
equations of the form

�
c

d
dt

Qc � Rc � (59)

where Rc is given by the expression

Rc � �
cẆc �

NFc

∑
f � 1

�
c � f F̂f � Qc

NFc

∑
f � 1

�
c � f � ũΩ � f � ñc � f � 
 (60)

Eqs. (59) and (60) describe a system of ordinary differ-
ential equations that numerically model the time evolution

of the fluid dynamics equations when simultaneously satis-
fied for all cells in the mesh. To represent this fact, the cell
subscript c will be dropped. Thus Qc represents the fluid
state for cell c, while Q represents the fluid states of all
cells in the mesh. For example, while Eq. (59) represents
the cell by cell differential equations, the global system of
equations is given by

� d
dt

Q � t � � R � Q � t � � t � 
 (61)

Geometric Integrations

In the previous section, numerical integrations over sur-
faces and volumes were described without explicitly defin-
ing the formulas used to evaluate Eqs. (53) and (55). Here
the numerical integrations that approximate the volumes
and areas of generalized cells and faces are discussed in
some detail. Several considerations have to be made re-
garding these computations. First, when the nodes of a
generalized face are not co-planar, the geometry of the face
is not uniquely specified. A unique specification of the ge-
ometry of such faces can be obtained by subdividing the
face into triangles: using a symmetric decomposition, each
edge of the face, combined with the face centroid, creates
a triangle. This strategy allows the face geometry to be in-
dependent of data-structures used to describe generalized
meshes (the geometry is the same regardless of the order-
ing of the face edges). Using this technique, the area for the
face is determined numerically using the following summa-
tion

˜�
c � f � 1

2

NE f

∑
e � 1

� x̃1 � e � x̃c � f � � � x̃2 � e � x̃c � f � � (62)

where x̃1 � e and x̃2 � e are the positions of the two nodes of
edge e in counter-clockwise order, and x̃c � f is the face cen-
troid (approximated by an edge-length-weighted sum of
edge centers). Here the computed area is a vector, which
is represented as the product of the face normal vector and
the face area, ˜� � �

ñ.
For numerical approximations of the volume integrals,

it is essential to achieve a geometric conservation of vol-
ume, avoiding truncation errors in integrating volumes that
would yield inaccurate total volume computations. For ex-
ample, one would expect that the sum of the individual cell
volumes would be equal to the total grid volume if exact
arithmetic were used. To accomplish this, the volume of
a cell is determined by decomposing it into tetrahedra and
summing the individual tetrahedral volumes. The volume
of a tetrahedron is given by

�
tet � 1

3!

�
ã � � b̃ � c̃ ��� � (63)

where ã, b̃, and c̃ are the three edge vectors from a given
vertex of the tetrahedron. The volume of a generalized cell
is then computed by using the triangulation of each face
and the cell centroid: each surface triangle and the cell cen-
troid define a tetrahedron. The cell volume is the sum of the
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tetrahedra volumes. Thus, the volume of a cell is computed
by combining Eqs. (62) and (63), and factoring, to obtain

�
c � � 1

3

NFc

∑
f � 1

� x̃c � c � x̃c � f ��� ˜�
c � f � (64)

where x̃c � c is the cell centroid (approximated by the area-
weighted sum of face centroids). Notice that this computa-
tion assumes that the face normals point outward from the
cell, which explains the negative sign. Using this approach,
one can compute the correct volume of any cell, including
highly non-convex cells.

Treatment of Inviscid Fluxes

The inviscid terms of the Navier-Stokes equations are
treated using flux-difference-splitting techniques. The
application of these approaches in the context of high-
resolution finite-volume algorithms involves the recon-
struction of functional values within each cell to provide
left and right states at cell faces. When the function is
relatively smooth, these left and right states are approxi-
mately equal. However, when a discontinuity occurs, the
resulting fluxes should satisfy the Rankine-Hugoniot equa-
tions to remain consistent with the underlying physics. This
is where the application of flux difference algorithms be-
comes salient. This section describes techniques used to
establish left and right conditions for generalized grids.

Cell Function Reconstruction

A piecewise linear reconstruction is used to approximate
the solution variables within cells. Primitive variables are
used to ensure that these reconstructions remain physical
(no negative temperatures or pressures). The linear re-
construction is derived from cell values and gradients by
applying a second-order Taylor-series expansion:

qp � x̃ � � qp � x̃c � � ∇qp � x̃c ��� δ r̃ � O � � δ r̃ � 2 � � (65)

where ∇qp is the gradient of the primitive variables qp, and
δ r̃ is the vector from the center of the cell x̃c to the desired
point x̃.

Thus, a define piecewise linear reconstruction of the
primitive variables in cell c with centroid x̃c � c is given by

qR
p � c � x̃ � � qp � c � ∇qp � c � δ r̃ � (66)

where qR
p � c � x̃ � is the reconstructed function, qp � c is the com-

puted primitive variable, and ∇qp � c is the computed gradi-
ent within cell c.

The gradient at the cell centroid, ∇qp � c, is evaluated by
minimizing the weighted error between the reconstructed
function and neighboring cell values. Thus the error of the
reconstructed function minimizes the weighted L2-error in
the neighborhood of cell i:

error �
���� NFc

∑
f � 1

� �
c � f � qR

p � c � x̃c � d � � qp � d � � 2 � (67)

where
�

c � f is the area of the common face shared by the
adjoining cells c and d, and x̃c � d is the centroid of cell d.
Area weighting of the error, inspired by a Green’s theo-
rem perspective of gradient computations, is used to re-
cover correct thin-layer behavior for viscous grids applied
to curved surfaces, where highly anisotropic prismatic cells
are usually found. The gradient that minimizes Eq. (67)
is obtained by using a standard linear least squares ap-
proach. A QR factorization method is used to solve the
resulting (overdetermined) linear system for enhanced nu-
merical stability.

However, the reconstruction given in Eq. (66) cannot
be used for problems that contain discontinuities, due to
the introduction of non-physical overshoots. The recon-
struction is constrained to be monotonic for the inviscid
flux extrapolations. This is accomplished by applying a
gradient limiter to the reconstruction to form the limited
reconstruction:

qL
p � c � x̃ � � qp � c � φc∇qp � c � δ r̃ � (68)

where φc is the limiter function, that ideally has a value of
unity when reconstructions are smooth but diminishes to
zero in the presence of discontinuities. A variety of limiter
functions can be employed: a few that are applicable to
generalized grids are described below.

Barth and Jespersen Limiter

The limiter developed by Barth and Jespersen29 was
originally formulated, and is widely used, for multi-
dimensional unstructured meshes. This limiter is easily
extended to generalized grids. The limiter function is de-
fined as follows:

φc � min � φcd � � (69)

where

φcd �

����� ����
min � 1 � qmax

p � qp  c
qR

p � x̃c  f � � qp  c � :qp � c � qR
p � x̃c � f � �

min � 1 � qmin
p � qp  c

qR
p � x̃c  f � � qp  c � :qp � c � qR

p � x̃c � f � �
1 :qp � c � qR

p � x̃c � f � �
(70)

where qmin
p and qmax

p are the minimum and maximum val-
ues of qp respectively, among the cells adjacent to cell c,
including cell c itself, and qR

p � x̃c � f � is the cell reconstructed
function, defined in Eq. (66), used to extrapolate from cell
c to the face between cells c and d.

Venkatakrishna’s Limiter

While the limiter of Barth and Jespersen prohibits over-
shoots, it often exhibits poor convergence characteristics,
due to the appearance of limit cycles. In addition, it fre-
quently destroys the accuracy of solutions in relatively
smooth regions of the field, where small numerical per-
turbations activate the limiter. To correct these prob-
lems, Venkatakrishna30 proposed a thresholded limiter.
The thresholding in this limiter is designed so that it al-
lows small overshoots in relatively smooth regions, while
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strongly enforcing limiting where strong perturbations are
present. The resulting limiter produces much better conver-
gence rates with higher accuracy than the Barth limiter. The
Venkatakrishna limiter used in the CHEM code replaces
Eq. (70) with the following:

φcd � 1
∆ � � � ∆2� � ε2 � ∆ � � 2∆2� ∆ �

∆2� � 2∆2� � ∆ � ∆ � � ε2 � � (71)

where

ε2 � � Klc
lre f � 3

q2
re f � (72)

and lc is a reference length defined by cell c. Moreover,
lre f is a reference length defined by the total grid volume,
and qre f is a reference condition computed from the local
cell density, sound-speed, or pressure. K is a user-defined
parameter that sets a threshold for limiting. For this study,
K is set to a value of 1.0. The other variables appearing in
Eq. (71) are defined as follows:

∆ � � qR
p � x̃c � f � � qp � c

and

∆ � � � qmax
p � qR

p � x̃c � f � : qp � c � qR
p � x̃c � f �

qmin
p � qR

p � x̃c � f � : qp � c � qR
p � x̃c � f � 
 (73)

An Adaptive Approximate Riemann Solver

The reconstruction method described earlier is used to
establish conditions on either side of a given face in the
mesh (the left and right states already mentioned). The nu-
merical treatment of the inviscid terms takes advantage of
the approximate Riemann solver algorithms to obtain low
dissipation, shock-resolving numerical schemes. These al-
gorithms involve solving approximations of the Riemann
problem at cell faces. The most popular of these approx-
imate Riemann solvers is the well known Roe scheme,
which has been extended to chemically reacting flows.31

However, the Roe algorithm is not robust when dealing
with slowly moving strong shocks. Unfortunately, these
shocks occur frequently in problems involving chemistry:
for example, bow shocks of a hypersonic vehicle or Mach
diamonds in rocket exhausts. To resolve problems with
strong shocks, an adaptive approach suggested by Quirk32

is employed: the Roe scheme is used in most regions, while
a slightly more dissipative but more robust HLLE33 algo-
rithm is used in regions close to strong shocks. However,
the original formulation of the adaptive scheme described
by Quirk was set in the context of structured grids; an ex-
tension to generalized grids is proposed, as follows. First,
strong shocks are identified by finding faces where signifi-
cant pressure jumps exist, using the relation

�
pr � pl

�

min � pl � pr � � α � (74)

where α is set to a value between 1 and 2, and the sub-
scripts r and l refer to right and left states, respectively.

However, it is not sufficient to apply the HLLE scheme
only at the strong shock: instead, it is necessary to ap-
ply it downstream of the shock. This is accomplished by
first looping over cells, and marking the downstream cell of
faces that satisfy Eq. (74). Then a loop over faces follows,
marking cells that have adjacent upstream cells marked for
strong shocks. The latter process is repeated a few times,
and as a result a layer of a few cells downstream of the
strong shock are marked (the number of repetitions is a
user-defined parameter, and it typically ranges from 4 to 8).
Finally, the HLLE scheme is employed for any face where
the cell on either side has been marked as being close to a
strong shock. This algorithm has the advantage that it can
be applied to arbitrary grid types.

Treatment of Viscous Fluxes

The evaluation of the viscous fluxes requires careful con-
sideration, since discontinuities are difficult to reconcile
with computations of stresses and diffusion velocities. The
considerations and concerns affecting the proper treatment
of the viscous fluxes are different from those for the in-
viscid terms. In particular, the final integrated stencil (the
sum of all of the numerical viscous fluxes for any given
cell) must consist of positive coefficients if the numerical
approximation of the diffusion process is to maintain the
maximum principle associated with the Laplace equation.
Essentially, these diffusion processes should not introduce
new extrema in the solution. To ensure stencils with posi-
tive coefficients, the technique used in the Cobalt60 code34

is applied: it has the advantage of guaranteeing positive co-
efficients of the Laplace operator, at the cost of evaluating
a non-zero result when applied to a linear function.

To evaluate the viscous fluxes, mixture density and ve-
locity at each face are needed, as well as gradients of
species mass fractions, velocities, and temperatures. Face
values are evaluated by using a simple volume-weighted
average of the integrated cell values on either side of the
face. The evaluation of face gradients is more involved:
the first step is the determination of the average of the least-
square gradient (without limiter) computed for the cells on
either side of the face, using the procedure already outlined
for the inviscid flux evaluation. The second step is the com-
putation of the gradient in the direction normal to the face.
The final result is a combination of the previous two gradi-
ents:

∇φ f � ∇φavg � � ∇φavg � ñ � ñ � φ � x̃c � c � � φ � x̃d � c ��
x̃c � c � x̃d � c � � ñ ñ � (75)

where φ is the quantity under consideration. In general,
a simple averaging of cell gradients is insufficient, due to
near zero coefficients in the Laplace stencil. The effect
of this poor stencil is observed in high frequency oscilla-
tions in the solution that damp more slowly that what is
physically meaningful. On the other hand, the cell cen-
tered differences do not have this problem, however they
contain accurate gradient information in a single direction.
The above blending provides both good stencils and true
multidimensional gradients at the face.
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The fact that this approach produces spurious source
terms when applied to linear functions is somewhat discon-
certing. However, it appears that this issue does not have a
significant impact in practice.

Time Integration

The implicit time integration scheme employs a two-
parameter family of algorithms, as described by Beam and
Warming,35 and is given by the equation

� � � 1 � ψ � ∆Qn � ψ∆Qn � 1 � �
∆t � � 1 � θ � Rn � Qn � � θRn � 1 � Qn � 1 ��� � (76)

where n is the current time step and ∆Qn � Qn � 1 � Qn.
In the above, θ and ψ are two parameters that determine
the accuracy of the time-integration algorithms. For exam-
ple, setting θ � 1 � ψ � 0 gives the implicit backward Euler
scheme typically used in steady-state simulations, while a
second-order three-point backward scheme (θ � 1 � ψ � 1

2 )
is used for time-accurate simulations.

Eq. (76) represents a non-linear system of equations for
the values of Qn � 1, and can be rearranged to read

1 � ψ
θ∆t

� � Qn � 1 � Qn � ��
1 � θ

θ
Rn � Qn � � Rn � 1 � Qn � 1 � � �

� ψ
θ∆t

� Qn � Qn � 1 � ��� � Qn � 1 � � 0 
 (77)

Eq. (77) is solved by a Newton iterative method, as fol-
lows:

��� � Qn � 1 � p � � Qn � 1 � p � 1 � Qn � 1 � p � � � � � Qn � 1 � p � � (78)

for p � 0, where the Newton iteration is initialized using
the previous time step value (Qn � 1 � p � 0 � Qn), and the Ja-
cobian � � � Qn � 1 � p � is given by

� � � Qn � 1 � p � �
� n � 1 � 1 � ψ �

θ∆t
I �

�
∂

∂Q
Rn � 1 � p � Q � �

�
� n � 1 � 1 � ψ �

θ∆t
I � � n � 1 ∂Ẇ

∂Q �

∑
f � f aces

� n � 1
f

∂ F̂ � Ql � f � Qr� f �
∂Q �

I � ∑
f � f aces

� n � 1
f � ũΩ � f � ñ f � � 


(79)

Eq. (78) is solved using a Gauss-Seidel iteration method.2

The turbulent equations are decoupled from the mean flow
solver, and communication of variables between turbu-
lent and mean flow is established at the same time step.
Compared with the coupled version (which was previously
developed), the decoupled solver has actually improved nu-
merical stability, since the coupling terms in the Jacobian
matrices are more likely to yield ill-conditioned linear sys-
tems.

Local Time-Stepping Scheme

For solution of steady state problems, a local time-
stepping scheme is used. A local time step for any given
cell is chosen such that it is the smallest of the following
three values: 1) a user-specified maximum value, 2) the
value computed from a user-specified CFL condition, and
3) the time step required to produce no more than an es-
timated µrelax percent change in temperature, pressure, or
density.

Of the above three control variables, density is explicitly
present in the vector of conserved variables, and pressure
can be easily found from the same vector, plus the equation
of state, Eq. (4), once the temperature is known. Conse-
quently, a change in temperature during a given interval of
time has to be estimated: a way to accomplish this is to
solve an explicit time-integration step to describe a func-
tional relationship between time and temperature. Specif-
ically, an estimate for the value of Q after ∆t time has
elapsed is found by means of an explicit time integration
step, as follows:

Qn � 1
estimated � Q � ∆t � � Qn � ∆tRn � Qn � 
 (80)

Then, temperature is found from Q using Newton’s method
to solve Eqs. (5), (6), and (7) for T . The change in temper-
ature for a given time step can be estimated by

∆Test � T � Qn � 1
estimated � � T � Qn � 
 (81)

If this estimate exceeds the maximum prescribed change,
i.e.

�
∆Test

� � µrelaxT � Qn � , then the new time step is deter-
mined by solving

T � Q � ∆t � � � T � Qn � � 1 � sign � ∆Test � µrelax � � 0 � (82)

using Ridders’ algorithm36 to solve for ∆t. Thus, the
computation of the local time step requires two levels of
iterative root solvers: Ridders’ at the highest level, and
Newton iterations to solve for temperatures. While this
can be rather costly, it is only applied in regions that are
changing too fast for the linearization to be appropriate. In
these cases, it has been found that finding a suitable time
step is well worth the extra computational effort, because
it increases significantly the robustness of the overall algo-
rithm.

Jacobian Formulations

The Jacobian matrix used in the Newton method, de-
scribed by Eq. (79), consists of a block-diagonal matrix,
formed from Jacobians of chemistry source terms, com-
bined with both diagonal and off-diagonal matrices, formed
from the differentiation of flux functions. When construct-
ing this Jacobian, one takes advantage of the fact that the
flux function, F̂ � Ql � Qr � , is defined by the conservative
variables on the left and right side of the face. Then the Ja-
cobian of this function will consist of two matrices, given
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by

f jl � � n � 1 ∂ F̂ � Ql � Qr �
∂Ql

�

f jr � � n � 1 ∂ F̂ � Ql � Qr �
∂Qr


 (83)

The variables above, fjl and fjr, are Jacobians of the
flux functions located at faces and are components of the
overall Jacobian matrix given in Eq. (79). More details on
the final form of the Jacobian matrix are given by Luke.2

Inviscid Flux Jacobians

In the study, all Jacobians are evaluated analytically, ex-
cept for the inviscid flux, whereby Jacobians associated
with the Roe scheme are too complex to implement effi-
ciently. In this case, several alternatives are available: 1)
use analytic Jacobians of simpler inviscid flux functions
such as Steger-Warming or Van Leer, or 2) compute Ja-
cobians of the Roe flux numerically. The analytic Van
Leer Jacobian was found to provide superior stability prop-
erties, but severely hampered convergence of the implicit
scheme. On the other hand, the numerical Roe Jacobians
provided better convergence rates, but sometimes produced
ill-conditioned linear systems. It was observed that these
problems occurred in regions where discontinuities existed
in the Roe Jacobians, due to the use of non-linear abso-
lute value functions. A compromise that appears to provide
a reasonable balance between convergence and robustness
has been found by smoothing the Roe flux function before
taking its derivative. This is accomplished by replacing
the absolute value function

�
x

�
with the continuous func-

tion
�

x2 � ε , where ε is set to 
 05 times the average sound
speed.

Viscous Flux Jacobians

In the construction of viscous flux Jacobians, a thin-layer
approximation is used in the representation of the face gra-
dient by using simple centered differences in the direction
of the vector connecting cell centroids on either side of the
face.

Jacobians for Turbulence Models

In order to preserve the diagonal dominance of the ma-
trix in the linear system, positive parts of the source terms
are not linearized: only the negative parts (which model
the destruction of turbulence) are included in the Jacobians.
For the Jacobians used in the BSL, SST, and k � ω models
the approach of Merci et al.37 is adopted.

Results for Selected Problems
In the following, a few selected test cases are introduced

in order to document the capabilities of the CHEM code.
More extensive tests and validations have been conducted
over the last several years, and some significant results have
already been reported in the literature.2, 38–43
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Fig. 1 Comparison of numerical turbulent velocity profile
with theoretical data on a flat plate

Turbulent Flow over a Flat Plate

Air flow over a flat plate is chosen as a preliminary test
case to validate the turbulence model implementations. The
physical dimension of the computational domain is 1m by
0.5m by 0.005m in the streamwise direction (x), vertical di-
rection (y), and transverse direction (z), respectively. The
grid contains 128 cells in x, 80 cells in y and 1 cell in z. In
order to resolve the thin boundary layer near the plate, ex-
ponentially distributed grid points resulting in a finer mesh
near the plate are applied in the vertical direction, with
the first grid point above the plate being at the distance of
4 
 7 � 10 � 6m. The free stream Mach number in this simu-
lation is taken to be 0 
 3. Theoretically, a turbulent velocity
profile will consist of a linear viscous sublayer region close
to the wall, transitioning through a buffer region to log-
arithmic behavior in the outer region. Fig. 1 shows the
computational results from three turbulence models over-
layed on the two theoretical curves for the viscous sublayer
and the logarithmic layer where the axis of this plot are the
nondimensional distance y � and the nondimensional ve-
locity u � � u � uτ . The figure shows the good agreement
of computational results obtained from Baldwin-Lomax,
Spalart-Allmaras, and SST models with theoretical predic-
tions.

Transonic Flow over the ONERA M6 Wing

The simulation of transonic viscous flow is benchmarked
using the classic ONERA M644 3D test case. A generalized
grid is used to discretize the space around the wing, gener-
ated with a topologically adaptive mesh generation algo-
rithm.45, 46 In this technique, an unstructured surface mesh
is advanced to create layers of cells. Edges are inserted or
deleted to maintain a high quality mesh (for example, in-
serting new edges in convex regions to prevent the surface
mesh from becoming too anisotropic). The insertion and
deletion of edges yields general polyhedral elements and
thus requires a generalized solver, such as the present one.

For this benchmark, one measured case of transonic
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flow is employed, where the freestream Mach number is
given by M∞ � 0 
 8395 at an angle-of-attack of α � 3 
 06.
This case is viscous with a Reynolds number of Re �
11 
 72 � 106 based on a mean chord length of 0 
 64607 me-
ters. A freestream temperature of T∞ � 256K and pressure
p∞ � 80 � 795Pa were used to achieve these conditions. A
grid convergence study was performed by solving this case
on three meshes. The coarsest grid was generated from
14K surface triangles to create a volume grid consisting of
1.1M cells. The finest grid was generated from a 32K sur-
face triangles to create a volume grid consisting of 2.3M
cells. The average y � for these grids was approximately
0 
 5. The SST turbulence model was employed, and the
Sutherland formula was used for molecular viscosity (note
that the Spalart-Allmaras model for the fine grid was also
run, with results nearly identical to those presented here).
The solution was run with a maximum CFL set to 30 � 000, a
maximum time step set to 10 � 4 seconds, and µrelax � 0 
 1.
The solver was run to engineering convergence in 2 � 500
time steps.

Since there is some unsteadiness in the problem, it is not
possible to drive the residuals to machine zero. Instead,
the behavior of integrated properties was used to determine
when the solution had converged (for example, the total
integrated momentum is illustrated in Fig. 2, and the inte-
grated lift force is shown in Fig. 3). After 2,500 iterations
each of these measures (and others) were unchanged to at
least three significant figures. In addition, the fine grid so-
lution was run for an additional 2,500 iterations with no
noticeable changes in the Cp curves, giving further confi-
dence in the convergence of the results.

The results are compared to experimental pressure mea-
surements taken at seven span stations, as illustrated in
Figs. 4 to 10. The first, 20% down the length of the
wing, shows relatively good agreement, with a slight lag
in the prediction of the shock on the upper surface. It is
suspected that this difference may be due to the slightly
coarser mesh in this region, and may also be attributed to
an inappropriate application of a reflecting wall boundary
condition where wind tunnel interference may play a role.
Nonetheless, grid insensitivity is demonstrated, with the
solutions on all grids nearly identical. The stations shown
in Figs. 5 to 9 show excellent agreement between all three
grids and experimental results, including capturing the de-
tails of the shock intersection, as can be seen in the Cp plots
for y � b � 0 
 80 and y � b � 0 
 90. The last station shown in
Fig. 10 shows good agreement at the leading edge with a
divergence in simulated pressures at the upper trailing sec-
tion. However, this difference is similar to other results
found in the literature for this case.34, 47

In addition, it should be noted that this test case shows
the effectiveness of the generalized grid strategy. Even the
coarse grid for this case resolved most of the shock loca-
tions reasonably well with a grid cell count on the order
of 1M cells. Published results from the Cobalt60 code34

for unstructured grid solutions on this case did not capture
the features as well as the present results, in spite of us-
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ing a 3M-cell unstructured mesh and similar algorithms.
While not conclusive, indications are that the generalized
grid used here was more effective at capturing flow details
with less overall cost.

Hydrogen-Oxygen Combustion in an Experimental RBCC
Engine

It is known that a propulsion system using ram-jet and
scram-jet cycles must have another means of acceleration
from rest to low supersonic speeds, at which point the ram-
jet cycle can generate sufficient thrust for further acceler-
ation. Rocket-based combined-cycle (RBCC – i.e. single
duct air augmented ram-jet/dual mode scram-jet) propul-
sion systems use rocket motors to accomplish this, and
are characterized by a high degree of integration between
rocket and ram-jet. The RBCC engine offers higher en-
gine thrust-to-weight ratios than competing air-breathing
engines, while maintaining an Isp advantage over rocket en-
gines. As a result, there has been recent interest in RBCC
engines for future space transport vehicles. In this section,
the application of the CHEM code in simulating an exper-
imental RBCC engine is detailed; it should be noted that
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Fig. 5 ONERA-M6 Wing, Cp at y/b=0.44
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Fig. 6 ONERA-M6 Wing, Cp at y/b=0.65
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Fig. 7 ONERA-M6 Wing, Cp at y/b=0.80

0 0.2 0.4 0.6 0.8 1
x/l

−1

−0.6

−0.2

0.2

0.6

1

1.4

−
 C

p

SST Fine Grid
SST Medium Grid
SST Coarse Grid
Experiment Lower Taps
Experiment Upper Taps

Fig. 8 ONERA-M6 Wing, Cp at y/b=0.90
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Fig. 11 Schematic of PSU-RBCC Experiment

this geometry was specifically designed to validate RBCC
simulation codes. Only one case is included here as an ex-
ample of the capabilities of the algorithm.

The experiment was performed at the Pennsylvania State
University (PSU) Propulsion Engineering Research Center,
and Case 4 of the Direct Connection studies is described
here.48 The PSU-RBCC 500DC series (Direct Connec-
tions) feature a closed front end and with transverse air
inlets, as illustrated in the schematic shown in Fig. 11. An
ejector rocket is placed further down the rectangular duct
just before a diffuser section. At this point gaseous hy-
drogen is transversely injected into the duct. Combustion
occurs downstream of the injection. Finally, a converging
nozzle accelerates the flow at the exit. The computational
domain begins at the left end of the air inlet (-0.508 m),
and ends beyond the exit of the nozzle (2.3622 m). The
total length of the computational domain is 2.8702 m (113
inches). The RBCC engine inlet plane is located at x � 0,
where the thruster nozzle exhaust plume and ram-jet inlet
air flow into the duct.

An unstructured grid for a quarter symmetry of this
RBCC duct was generated using SolidMesh, by way of
the aflr349 grid generation software, with prismatic ele-
ments in viscous boundary layers near walls and tetrahedral
isotropic elements in the interior volume. The final grid
used in the simulations presented here consist of 3.4 mil-
lion elements, with packing near the rocket ejector plume
and transverse hydrogen injection regions.

For Case 4 of the Direct Connection study a 0 
 9145kg � s
mass flow of air injection is measured. The ejector rocket
was provided with 0 
 034473kg � s of GH2 and 0 
 2758kg � s
of GO2. The downstream hydrogen injection accounted for

Fig. 12 Forced Air Inlet Streamlines superimposed with tem-
peratures

0 
 02676kg � s of mass flow.
The computational simulation was performed in a to-

tal of 5,000 iterations with mass, momentum, and energy
residuals reduced by at least three orders of magnitude. The
first 1,000 iterations were performed without the transverse
hydrogen injection, then the transverse hydrogen injection
was activated for the final 4,000 iterations. The simulation
was run with a maximum CFL set to 1 � 106, with a max-
imum time step set to 5 � 10 � 5 seconds before transverse
hydrogen injection and 1 � 10 � 5 after hydrogen injection.
A setting of µrelax � 0 
 02 was used to maintain stability.
A y � of about unity was maintained through most of the
duct. Hydrogen-oxygen combustion was modeled using a
7-species, 32-reaction mechanism from Evans and Schex-
nayder.50 Thermodynamic properties were derived from
vibrational equilibrium, and transport properties were ob-
tained from CHEMKIN. The SST turbulence model was
employed. A turbulent Prandtl number of 0 
 9 and a turbu-
lent Schmidt number of 0 
 7 were used to model turbulent
transport effects. No corrections for turbulent chemistry
source terms were included in the model.

Fig. 12 shows the streamlines for the forced air inlet re-
gion of the RBCC duct. In this figure, the streamlines are
colored by fluid temperatures. As it can be seen, a com-
plex flow pattern is captured involving intersecting jets of
air. Recirculation and entrainment is also clearly seen at the
thruster exit. The downstream hydrogen injection is illus-
trated in Fig. 13. Here, the air-inlet streamlines are thick,
while the thruster streamlines are thin. These streamlines
and the walls are colored by fluid temperatures. The hydro-
gen injection streamlines are colored white to illustrate the
entrainment of the hydrogen jet with the flow. The sym-
metry planes have contours of H2 mass fractions, with the
maximum value (in red) being 17% and low value of 0% (in
blue). From the streamlines it is evident that the majority of
the injected air travels through the center of the RBCC duct
at the point of transverse hydrogen injection. This is further
confirmed by the relatively large mass fractions of H2 ob-
served at the symmetry plane, where it is suspected that this
fuel rich condition is likely due to an insufficient air mass-
flow rate in that region. In general, these figures illustrate a
highly complex flow field with strongly non-linear and stiff
source terms. It should be stressed that these results were
obtained with relatively large time steps and few iterations.

Experimental measurements of this configuration con-
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Fig. 13 H2 Injection in RBCC Afterburner section

sisted of pressure measurements recorded along the side
and top walls of the RBCC duct, while temperature and
species measurements were performed using a window at
x � 0 
 5969m using Raman imaging. For each firing of the
rocket, static pressure is recorded along the air duct walls.
Sixteen channels are located on both the top and side wall
of the duct. The comparison of measured to experimental
pressures are shown in Fig. 14. The predicted wall pres-
sures are within 2% of the experimental results.

Fig. 15 shows temperature comparisons with experimen-
tal measurements by PSU at x � 0 
 5969m. Near the center-
line (y � 0) the predicted temperature is about 200K higher
than the measured one, at y � 0 
 03m, the measured and
computed profiles are better, but still appear to overestimate
temperature. However, these results appear to be within
the range of variation observed in the experimental results.
The exact cause for the higher predicted temperatures is
unknown, but may be due to the lack of including turbu-
lence effects in the chemistry source terms. In effect, the
model is probably predicting faster combustion than what
is physically meaningful. Fig. 16 shows comparisons of
species mass fraction distributions with measurements at x
= 0.5969 m. The predicted mass concentrations agree well
with the measured ones.

Overall this simulation provides very encouraging re-
sults, particularly when one considers the considerable
complexity and uncertainty involved in properly modeling
the physics of this problem. More work needs to be done
to understand sensitivity of these results to combustion and
turbulent chemistry models. This case is part of a more
intensive study that will seek to answer those questions.
However, these results are presented here to demonstrate
the effectiveness and robustness of CHEM when solving
highly complex and stiff numerical equations. In this re-
gard, the solver performed extremely well, allowing simu-
lations using relatively large time steps, particularly when
considering the diverse time and space scales involved in
this case.
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Conclusions
A general software system that supports the development

of flexible multidisciplinary simulation models was intro-
duced. The work described in this paper is one case study
in the effectiveness of this system in the development of
practical numerical models for complex engineering prob-
lems. In particular, the development of a detailed model for
chemically reacting flowfields using a generalized finite-
volume discretization was detailed. New methods for im-
proving the robustness of such solvers have been men-
tioned: in particular, the local time stepping scheme and Ja-
cobian smoothing techniques have been found to be partic-
ularly effective in the solution of the highly stiff equations
that arise from computational combustion problems. The
effectiveness of these strategies has been shown on both
non-reacting and reacting benchmark problems. Specifi-
cally, large time-step and CFL conditions have been used
in the solution of complex flow fields involving hydrogen-

16 OF 18



0 0.01 0.02 0.03 0.04 0.05
Y Distance From Centerline (m)

0

0.2

0.4

0.6

0.8

1
M

ol
e 

F
ra

ct
io

n

Species’s Mass Fraction Profile: Case 4
at x = 0.5969 m from rocket nozzle

exp. yN2

exp. yH2

exp. yH2O

exp. yO2

comp. yN2

comp. yH2

comp. yH2O

comp. yO2

Fig. 16 Species mass fractions, experiment and simulation
comparison

oxygen combustion, allowing for engineering accuracy to
be achieved expeditiously.
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